ESTIMATION OF DAILY WEATHER DATA BY GENERATING MONTHLY DATA: NORTH SULAWESI CASE STUDY
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ABSTRACT

The limited availability of daily data is a major issue when working with weather datasets. It can lead to discontinuities in the data history that impact the accuracy of the model output, which is a function of the observation input. This study presents a simple technique for generating daily weather data from monthly data using synoptic observations from the North Minahasa Climatology Station (1989-2014). Our approach involves the use of logit, Fourier, and gamma functions. The generated rainfall exhibits a similar pattern to the observed rainfall, and the statistical test indicates no significant difference (p<0.000). However, the resulting correlation is low (0.33-0.49). Based on the seasonal division, both the generated and observed rainfall values are high in the December-January-February (DJF) season, followed by a decrease in the March-April-May (MAM) and June-July-August (JJA) season, and an increase in the September-October-November (SON) season. Additionally, there are discrepancies in rainfall generation compared to observations due to the use of uniform distribution random numbers, which tend to overlook temporal specificity. Moreover, other meteorological factors, such as temperature and relative humidity, generate daily values from monthly data that closely resemble observations, with a correlation coefficient greater than 0.8. This is due to the Fourier function’s lack of a field variability factor.
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1. Introduction

The Indonesia Meteorology Agency (BMKG) currently operates 27 Climatology Stations [1]. However, not all stations can conduct continuous weather observations due to limited equipment and personnel. This results in incomplete data or only partial reporting. Complete data is mandatory when needed and utilized by various sectors, such as early warning, agriculture, safety, and even insurance claims in accident cases. One of the parameters that is often limited in data availability is rainfall. Generally, weather stations are typically equipped with rainfall gauges. However, if these gauges are damaged, errors in data recording or observations may occur during specific periods, leading to a lack of rainfall data. Therefore, developing techniques for generating rain data from existing records is important. In this case, the technique involves generating daily rainfall data from monthly records. Srikanthan and McMahon’s study [2] explains the differences in techniques for generating rain data in daily, monthly, and annual categories.

The technique for generating rainfall data is relatively new in atmospheric science. It was first introduced by Thomas and Fiering [3] and later widely applied by Thyser and Kuczera [4] and Srikanthan and McMahon [2]. The technique involves calculating the probability of rainfall rather than directly determining the rainfall rate. This means determining the chance of rain occurring today compared to the conditions of the previous day. The terms \( p_0 \) and \( p_1 \) are used here to represent the probability of rain today given that it did not rain yesterday \( (p_0) \) and the probability of rain today given that it rained yesterday \( (p_1) \), which is also known as a first-order Markov chain [5]. It is important to note that this method rarely estimates the probability of non-rain events. Additionally, it should be noted that rain events have a high variability of values. Rain cannot occur continuously every day with the same intensity. Therefore, an equation is required to record the diversity of intensity. In this case, the gamma probability distribution or gamma density function is appropriate, as some studies have shown [6], [7]. The Weibull distribution technique [8] and moving average technique [9] can also be used as rain data generators. Zhu [10] provides detailed techniques for generating rainfall, which are divided into six probability distributions.

Besides rainfall, other weather elements like temperature, radiation, evaporation, and relative humidity (RH) can be generated from monthly to daily data. Calculating these four weather elements is easier than generating rain data, as they tend to have relatively low variability in value. This calculation is done using a Fourier function [11]. Further study of the Fourier function reveals that it can be used to generate weather data influenced by the sun. Both daily and seasonal values of temperature, radiation, evaporation, and RH are affected by the solar cycle. However,
it is important to note that the coefficients attached to
the Fourier function may differ from one station to
another.

Additionally, Richardson [5] explains that modelling
weather elements such as temperature and solar
radiation is relatively straightforward due to their low
proportion of zero-valued temperatures and smoother
distribution compared to rain data. The generation of
temperature data requires consideration of both
maximum and minimum temperatures as part of a
multi-variate stochastic process that takes into
account daily rain conditions. Bristow and Campbell
[12] demonstrated that the variation between
maximum and minimum temperatures is correlated
with the amount of solar radiation received by the
surface. When radiation is low, the temperature
difference is low, indicating cloudy weather;
conversely, when radiation is high, the temperature
difference is high, indicating sunny weather.

Weather generation techniques have been developed
in various software tools [13]. These techniques can
reach hourly scales with high spatial resolution [14].
Generally, weather generation techniques can be
divided into numerical and stochastic models. Each
model has complementary advantages and
disadvantages [15]. Stochastic models are often
preferred over numerical models due to their lower
computational requirements. Numerical models, on
the other hand, use a mathematical and physical
description of the land-atmosphere system, which
demands a significant computational load. Recent
research has demonstrated that stochastic models can
be employed as downscaling tools for impact studies
[10].

Given the above explanation, this research has two
main objectives. Firstly, to explain the technique for
generating rainfall data in terms of rainfall occurrence
and frequency. Secondly, to explain the technique for
generating data on temperature, radiation, evaporation,
and RH. The detailed equations and steps are presented in Chapter 2, while the results are
presented in Chapter 3. These two objective aim to
provide insight into weather data generation
techniques and their applications and references to the
understanding eastern Indonesian weather, which is
rarely explored.

2. Methodology

The data used in this study include observations of
rainfall, relative humidity, and mean, maximum, and
minimum temperature from the North Minahasa
Climatology Station (NMCS) located at 124°92' E,
1.50° N in North Sulawesi, Indonesia, recorded
between 1989 and 2014. Before further processing,
both sets of data underwent validation to check for
time sequence errors, comma-point errors, and

extreme values. The value of 8888 in the rain data
was changed to 0. Additionally, the tolerance limit of
weather elements was checked using the average
equation 4 ± st. deviation. If the value falls within this
interval, the data is considered valid. The data
processing comprises two major parts: modelling
rainfall events and estimating them, as well as
generating other weather data. The Matlab® student
version has been used in this study.

**Modelling and estimation rainfall event.** The first
step is to determine the chance value of rainfall events
with the equation:

\[
p_{01}(i) = \frac{n_{01}(i)}{n_{00}(i) + n_{01}(i)} \quad (1)
\]

\[
p_{11}(i) = \frac{n_{11}(i)}{n_{11}(i) + n_{10}(i)} \quad (2)
\]

where indices 0 and 1 indicate the occurrence of no-
rain and rain on day-i, respectively. Thus \( n_{00} \)
means the occurrence of today it is raining, but yesterday it
did not rain, and \( p_{01} \) means the probability of today it
is raining, but yesterday it did not rain. Please note
that this research only focuses on the "current event
is rain".

At this point, the next step is to construct the chance
equation for rainfall events using the Fourier
regression equation (Eq. 5). However, the problem is
that when entering Eq. (1) and (2) directly, it is
possible that the odds value resulting from the Fourier
regression equation can exceed one and be less than
zero. Therefore, in this second step, we will change
Eq. (1) and (2) through the logit function:

\[
g_{01}(i) = \ln \left( \frac{p_{01}(i)}{1 - p_{01}(i)} \right) \quad (3)
\]

\[
g_{11}(i) = \ln \left( \frac{p_{11}(i)}{1 - p_{11}(i)} \right) \quad (4)
\]

The third step is to construct the Fourier function
equation through the form:

\[
g_{\beta}(i) = a_0 + \sum_{l=1}^{m} (a_l \sin(l'i) + a_{l+1} \cos(l'i)) \quad (5)
\]

where \( i' = 2\pi i / 365 \) and \( i \) is the number of days in a
year \( i = 1, 2, 3, ..., 365 \). To simplify the description,
this study uses the form of the Fourier function with
harmonic length \( l = 2 \) written as:

\[
g_{\beta}(i) = a_0 + a_1 \sin(i) + a_2 \cos(i) + a_3 \sin(2i) + a_4 \cos(2i) \quad (6)
\]
g_{i1}(i) = a_0 + a_1\sin(i) + a_2\cos(i) + a_3\sin(2i) + a_4\cos(2i) \tag{7}

Where \(a_0, a_1, a_2, a_3,\) and \(a_4\) are the Fourier coefficients obtained from the regression equation. The results of Eq. (6) and (7) are then plotted together with Eq. (3) and (4) to obtain the Fourier fitting curve for one year simulations.

After obtaining the logit function in Eq. (3) and (4), then in the fourth step, it is converted back into the probability value following the form:

\[
p_{01}(i) = \frac{1}{1 + \exp(-g_{01}(i))} \tag{8}
\]

\[
p_{11}(i) = \frac{1}{1 + \exp(-g_{11}(i))} \tag{9}
\]

The purpose of converting back into chance values is to compare with uniform random numbers in order to obtain rainfall event values. In this study, the unifrnd function is used [16] in Matlab. If the value of the random number is smaller than the value of \(p_{01}\) and \(p_{11}\) then there is rain, and vice versa.

The fifth step goes into how to determine the alpha (\(\alpha\)) and beta (\(\beta\)) parameters of the gamma density function. Please note that, before processing further, the number of \(n_{01}\) and \(n_{11}\) each year is first sought. The alpha and beta parameters can be determined following the form:

\[
y = \ln(\bar{x}) - \frac{1}{n} \sum_{i=1}^{n} \ln(x_i) \tag{10}
\]

\[
\alpha = \left\{ \begin{array}{l}
0.5000876 + 0.1648852y - 0.0544276y^2 \\
8.898919 + 9.05995y + 0.9775373y^2 \\
y(17.79728 + 11.968477y + y^2) \\
1 \\
y
\end{array} \right. \tag{11}
\]

\[
\beta = \frac{\bar{x}}{\alpha} \tag{12}
\]

Where the value of \(\bar{x}\) is the value of the number of each \(n_{01}\) and \(n_{11}\) each year. So that later two types of gamma parameters will be obtained for each \(n_{01}\) and \(n_{11}\). The value of \(\alpha\) in Eq. (11) has the conditions \(0 \leq y \leq 0.5772, 0.5772 \leq y \leq 17,\) and \(y > 17\) for the top, middle, and bottom panels, respectively. Please also note that the gamma density function \(f(x; \alpha, \beta)\) is another form of probability density function (pdf) formulated as:

\[
f(x; \alpha, \beta) = \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha-1} e^{-\frac{x}{\beta}} \tag{13}
\]

with \(\Gamma(\alpha)\) is the gamma function, as:

\[
\Gamma(\alpha) = \int e^{-x} x^{\alpha-1} dx \tag{14}
\]

So the value to be sought is actually the \(x\)-form, with the value of \(f(x; \alpha, \beta)\) used coming from Eq. (8) and (9). In other words, the final result is the daily estimated rainfall value for one year, not the entire observation period (1989-2014). Because it requires complicated calculations, the value of \(x\) in Eq. (13) is solved using the gaminv function [17].

The sixth step is compare the observed and estimated rainfall values to obtain the regression coefficient. The regression coefficient value obtained is then used as the estimated rain value to compare with the observed rain. This is done because the estimated rain value generated from Eq. (13) is smaller than the observed rain.

The seventh step, as the final step, is to conduct a statistical analysis of the sixth step and differentiate the rainfall patterns that occur based on the four seasons, namely DJF, MAM, JJA, and SON. The results of the above methodology are presented in the first Chapter 3, results and discussion.

Generating other daily weather data from monthly dataset. This section presents the methodology for generating daily weather data for mean temperature, maximum temperature, minimum temperature, and mean relative humidity from monthly data at NMCS. The same methodology applies to all weather elements except rainfall.

The initial step involves determining the average monthly weather elements for 26 years at NMCS. Subsequently, a single year within the observation period at NMCS is selected to evaluate the conversion of monthly data into daily data. In this case, the year 2014 is used. The objective is to compare the observed weather elements with the generated data to determine if they exhibit similar patterns.

The second step is to apply, Fourier function, which is helpful as a regression function to generate daily data:

\[
P(t) = a_0 + \sum_{i=1}^{m} (a_i \sin(\omega t) + a_{i+1} \cos(\omega t)) \tag{15}
\]

where \(\dot{t} = 2\pi/365\) with \(t\) obtained through the relationship:

\[
t = T - 0.5 + \frac{m - 0.5}{D} \tag{16}
\]

where \(T\) and \(m\) are the month and day of observation, and \(D\) is the number of days in the month of observation. This results in a row equal to the number...
of days in a year, i.e., 365, and three columns containing the value of the month that repeats from 1 to 12, the value of the day that repeats from 1 to 28, 30, or 31 (depending on the type of month), and the number of days that follow the month of observation. The values of the three columns are entered into Eq. (16) to get t'.

To simplify the understanding of the concept, Eq. (15) used in this study uses a harmonic length of 2 (l = 2), which can be explained as:

\[ P(t) = a_0 + a_1 \sin(t) + a_2 \cos(t) + a_3 \sin(2t) + a_4 \cos(2t) \]  

(17)

Thus, the third step is to find the linear regression coefficients for the first through fifth forms of the right-hand segment of Eq. (17), with P(t) values as monthly data and daily data for each of the four weather elements to be generated. It means that the regression coefficients generated are of two types: the regression coefficients for generating monthly and daily data. Please note that the monthly data here is the weather element value data that has been averaged for 26 years to generate daily data during 2014 and the daily data is the original daily data during 2014. To simplify the calculation, the regress function is used [18].

The fourth step is to multiply the sin and cos forms in Eq. (16) with the regression coefficients (a0, a1, a2, a3, and a4) to obtain monthly and daily weather generation data. Furthermore, the two generation data were plotted together with the observed weather data to determine the similarity of the pattern and statistical analysis. All stages of the method in this study refer to Boer [19]. Figure 1 presents the research flow chart for rainfall and non-rainfall datasets.

3. Result and Discussion

Rainfall occurrence and intensity model. Rainfall occurrence refers to the probability of rainfall happening rather than its intensity. The analysis utilizes the logit functions of Eq. (3) and (4) plotted alongside the Fourier functions of Eq. (5). The results are presented in Figures 2 and 3, which show a similar pattern with the minimum value reached in September and the maximum around the end of December. The graph shows a seasonal pattern of rainfall at NMCS, and the following discussion presents the difference between estimated and observed rainfall for each of the four seasons. Two types of logarithmic functions, g0 and g1, are used. The function g0 represents the influence of a non-rain event the day before on the current rain event, while g1 represents the influence of a rain event the day before on the current rain event. Rain events show significant time variability, in contrast to other weather elements which tend to be more consistent.

Note that the logit function here is not the chance value of rainfall events, but the conversion of the chance values >1 and <0. However, after plotting Eq. (3) and (4) (not shown here) shows that the probability values of both equations are still within 0-1.

![Flowchart of the study](image)

**Figure 1.** Flowchart of the study. (a) the process of generating the rainfall event model and its estimation. (b) the process of generating other daily weather data from monthly dataset.
ESTIMATION OF DAILY WEATHER DATA

This shows that the logit function serves as an anticipation if there is an error in forming the Fourier equation. The study conducted by Boer [20] found that the relationship between $g_{01}$ and $g_{11}$ is exponential to monthly rainfall. This means that we are able to generate daily rain data capitalizing on the available monthly rain data, and we also obtained a correlation of > 75%.

To generate the rain intensity value, the gamma function Eq. (13). Here, the role of the generated rainfall value is the variable $x$ by first finding the value of the gamma parameters ($\alpha$ and $\beta$). Both parameters come from the input of events $n_{01}$ and $n_{11}$, which are summed up every year 26 times. The resulting gamma parameter values ($\alpha$ and $\beta$) are listed in Table 1. It can be seen that the alpha is higher than the beta value. Furthermore, Wilks [21] shows that by assuming the alpha value is constant, the gamma function is more variable to changes in beta value. This is due to the beta value will effectively stretch the gamma density function to the right or left, depending on the overall size of the data. Whereas in normal distribution, the larger the data produced, the more independent the data will be and follow the central limit theorem.

Table 1. Gamma parameters of two rain events at NMCS based on Eq. (13).

<table>
<thead>
<tr>
<th>Gamma parameter</th>
<th>$n_{01}$</th>
<th>$n_{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>73.6803</td>
<td>26.2587</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.8415</td>
<td>4.8936</td>
</tr>
</tbody>
</table>

Description:

- $n_{01}$: it's raining today, but not yesterday
- $n_{11}$: it rained today and yesterday

To compare the generated rainfall data with the observed rainfall, the observed rainfall data is summed first for 26 years on the same day. This is done because the rainfall data generated from the gamma function is an estimated rainfall that involves the value of rain events ($n_{01}$ and $n_{11}$) for 26 years. From the rainfall data, the value may be much different from the observed rainfall, so tuning is carried out in order to obtain an estimated rainfall value that is not too far away. The tuning treatment will not change the statistical value of the initial data. The results are presented in Figure 3.

It can be seen in Figure 3 that the observed rainfall has a similar pattern to the estimated rainfall generated for the case of $n_{01}$ and $n_{11}$. It shows that the rainfall generated using logit and gamma functions works well in the case of $n_{01}$ and $n_{11}$. In determining the estimated rainfall from Figure 3, the coefficients derived from Eq. (6) and (7) are presented in Table 2. It can be seen that only the coefficients $a_1$ and $a_2$ have almost similar values. This shows that in generating rainfall data, only the first harmonic length in the Fourier function plays a role, followed by the second harmonic length and so on. Furthermore, the gamma function that has been fitted together with the Fourier function has an equation:

$$g_{01} = -0.5064 + 0.4327 \sin(i') + 0.6818 \cos(i') - 0.322 \sin(2i') + 0.1752 \cos(2i')$$

$$g_{11} = 0.1041 + 0.4366 \sin(i') + 0.6807 \cos(i') - 0.234 \sin(2i') + 0.2226 \cos(2i')$$

Figure 2. Scatterplot of logit function values of $g_{01}$ (a) and $g_{11}$ (b) (black circle) overlaid on the Fourier regression equation (red line) at NMCS over a 26-year span. Y-axis values are unitless.

Figure 3. Comparison plots of observed (black line) and estimated rainfall (blue line) generated by logit and gamma functions over a 26-year span for events $n_{01}$ (a) and $n_{11}$ (b). The y-axis values are in mm/day.
From the results of statistical tests, both graphs in Figure 3 and Table 3 show that the estimated rainfall and observations are not significantly different. Note that the third column of Table 3 shows the best estimated intercept and variable values to obtain daily generation data from monthly data. For example, to generate daily average rainfall, the equation is

\[ \text{Rainfall}_{\text{daily}} = \text{Rainfall}_{\text{monthly}} \times 0.682 - 884.77 \]

The low temperatures are in the range of 18\(^\circ\)C and 22\(^\circ\)C. Although the observed and generated minimum air temperatures have similar sinusoidal patterns with maximum values occurring in September-October. However, the minimum temperature is relatively uniform throughout the year. The observed and generated average air temperatures are between 24-29 \(^\circ\)C and 25-27 \(^\circ\)C. The observed and generated maximum air temperatures range between 28-35\(^\circ\)C and 29-32 \(^\circ\)C. The observed and generated minimum air temperatures are in the range of 18-26 \(^\circ\)C and 22-24 \(^\circ\)C, respectively, relatively more stable than the other region have a stronger influence from environmental factors that cannot be explained by these two functions. Corroborating evidence of this can be found in the work of Pan et al. [22], who generated monthly rainfall data from annual, which obtained correlations in the interval 0.15-0.50 [22].

After comparing the rainfall for one year, the next step is to divide the rainfall values to obtain the seasonal pattern (Figure 4). It can be seen that both observed and generated rainfall all have the same pattern, which is high in the DJF season, then decreases until JJA and rises again in the SON season. In addition, in the DJF season, the observed rainfall is greater than the generated rainfall, and the difference is small in the MAM season. Different results are shown in the JJA and SON seasons where the generated rainfall is greater than the observations. These results are caused by calculating rainfall generation using random numbers uniform distribution whose values are random and tend to ignore the time specificity factor. Meanwhile, as is well known, the JJA season is a dry season that tends to have minimal rain compared to other seasons. So it is necessary to choose a replacement technique for uniform distribution. In addition, a comparison with other regions is needed to determine whether or not it produces a similar analysis. Furthermore, Sagita [23] examined the periodicity of rain in North Sulawesi obtaining the highest periodicity occurs with a period of 36 and 18 dasarians, meaning that rain events in North Sulawesi are influenced by monsoonal phenomena and the Intertropical Convergence Zone (ITCZ).

### Other weather data generation models

In addition to rainfall, other weather elements can be generated similarly, such as temperature, RH, radiation, and evaporation. In this discussion, due to dataset limitations, only the results of generating mean temperature, maximum temperature, minimum temperature, and RH elements from monthly data into daily data from NMCS are presented. The results are presented in Figure 5. It can be seen that the daily data generated from monthly data for all weather elements follow each of the observed weather elements well. It shows that Eq. (15) and (17) can be applied as a daily weather data generator.

The average and maximum air temperatures have similar sinusoidal patterns with maximum values occurring in September-October. However, the minimum temperature is relatively uniform throughout the year. The observed and generated average air temperatures are between 24-29 \(^\circ\)C and 25-27 \(^\circ\)C. The observed and generated maximum air temperatures range between 28-35\(^\circ\)C and 29-32 \(^\circ\)C. The observed and generated minimum air temperatures are in the range of 18-26 \(^\circ\)C and 22-24 \(^\circ\)C, respectively, relatively more stable than the other weather elements.

### Table 2. Fourier function coefficients for generating rainfall dataset at NMCS.

<table>
<thead>
<tr>
<th>Logit function</th>
<th>a0</th>
<th>a1</th>
<th>a2</th>
<th>a3</th>
<th>a4</th>
</tr>
</thead>
<tbody>
<tr>
<td>g011</td>
<td>-0.506</td>
<td>0.433</td>
<td>0.682</td>
<td>-0.322</td>
<td>0.175</td>
</tr>
<tr>
<td>g11</td>
<td>0.104</td>
<td>0.437</td>
<td>0.681</td>
<td>-0.234</td>
<td>0.223</td>
</tr>
</tbody>
</table>

### Figure 4. Comparison of observed and generated rainfall for p01 (a) and p11 (b) events by season. The y-axis value of rainfall is in mm/day.
two temperature types. The observed and generated average RH values are 50-98 % and 70-90 % respectively. It can be seen that all generated weather data have a tighter range of values (daily to monthly) than the observed weather elements (Figure 5). This is because the equation used (Eq. 17) does not include error factors from the external environment that reflect the seasonal variability of the data during the year. Knowledge of the error factor is influenced by geographical conditions, the seasonal effects that are not properly taken into account, the influence of extreme weather conditions, the instrument used, the data collection method, and the theory applied [24].

A comparison of the statistical analysis of the observed weather elements (mean air temperature, maximum, minimum, and RH) with the results of the generated data is presented in Table 4. The second column in Table 4 states the coefficients of the linear regression equation, which consists of the intercept coefficient and other variables of the relationship of the generated weather to the observations, such as maximum, minimum, mean temperature, and RH. The intercept coefficient is the value that forms the slope, while the variables act as the coefficients of the linear regression equation. It means that the relationship of weather generation to observations can be written as a linear regression equation. Furthermore, the third column of Table 4 shows the best coefficient estimates to derive daily generation data from monthly data. For example, to generate the daily average temperature, the equation is 

\[ T_{\text{daily}} = T_{\text{monthly}} \times 1.2317 - 5.7198. \]

Table 3. Statistical analysis of comparison of rainfall generation with observations at NMCS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coefficient</th>
<th>Estimation</th>
<th>t-test</th>
<th>p-value</th>
<th>RMSE</th>
<th>r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-884.77</td>
<td>-646.59</td>
<td>-10.56</td>
<td>0.000</td>
<td>47.56</td>
<td>0.33</td>
</tr>
<tr>
<td>variable</td>
<td>18.66</td>
<td>6.79</td>
<td>1.30</td>
<td>0.000</td>
<td>18.50</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 4. Statistical analysis of comparison of other generated weather elements with observations at NMCS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coefficient</th>
<th>Estimation</th>
<th>t-test</th>
<th>p-value</th>
<th>RMSE</th>
<th>r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>T average</td>
<td>Intercept</td>
<td>-5.7198</td>
<td>-38.96</td>
<td>0.000</td>
<td>0.051</td>
<td>0.993</td>
</tr>
<tr>
<td>variable</td>
<td>1.2317</td>
<td>0.006</td>
<td>220.40</td>
<td>0.000</td>
<td>0.177</td>
<td>0.968</td>
</tr>
<tr>
<td>T max</td>
<td>Intercept</td>
<td>-7.4303</td>
<td>-20.05</td>
<td>0.000</td>
<td>0.189</td>
<td>0.844</td>
</tr>
<tr>
<td>variable</td>
<td>1.2462</td>
<td>0.012</td>
<td>105.27</td>
<td>0.000</td>
<td>0.189</td>
<td>0.844</td>
</tr>
<tr>
<td>T min</td>
<td>Intercept</td>
<td>-19.924</td>
<td>-20.52</td>
<td>0.000</td>
<td>0.436</td>
<td>0.840</td>
</tr>
<tr>
<td>variable</td>
<td>1.9779</td>
<td>0.045</td>
<td>44.29</td>
<td>0.000</td>
<td>2.850</td>
<td>0.840</td>
</tr>
<tr>
<td>RH</td>
<td>Intercept</td>
<td>-25.597</td>
<td>-10.34</td>
<td>0.000</td>
<td>2.850</td>
<td>0.840</td>
</tr>
<tr>
<td>variable</td>
<td>1.2791</td>
<td>0.029</td>
<td>43.60</td>
<td>0.000</td>
<td>2.850</td>
<td>0.840</td>
</tr>
</tbody>
</table>

Figure 5. Comparison of observed weather elements (black circle) against monthly to daily weather generation (solid lines) and daily weather dataset (dashed lines) for average temperature (°C) (a), maximum air temperature (°C) (b), minimum air temperature (°C) (c), and average RH (%) (d) in 2014 at NMCS.
Table 4 also shows that all weather elements generated with observations are not significantly different (p-value < 0.000). It shows that the Fourier function (Eq. 15) is suitable for generating daily data from monthly data at NMCS. Furthermore, the smallest RMSE is generated in the generation of RH data, which is 2.850, while the correlation is high for all generated data, which is > 0.80. The smaller (larger) of the RMSE (r²) obtained, the better the model is for generating weather generation data. This kind of weather generation utilization relationship is important in exploring and reconstructing the history of climate change. Recent research conducted by Pan et al. [22], utilizing average temperature and annual rainfall, was able to produce monthly rainfall data from 1930-2016 with a correlation of 0.15-0.50.

4. Conclusion

In the case of generating rainfall data at NMCS, a pattern similar to the observations was obtained. The statistical analysis results also show that the comparison of the two shows results that are not significantly different.

By dividing the observed and generated rainfall into four types of seasons, it is obtained that the observed and generated rainfall are high in the DJF and then decrease until JJA and increase again in the SON season. In addition, in the DJF, the observed rainfall is higher than the generated rainfall with a small difference in the MAM season. However, in the JJA and SON seasons, the generation rainfall is greater than the observations.

Other weather elements, such as temperature and RH, can be generated from monthly data into daily data using Fourier functions. The application to weather elements at NMCS obtained daily data generated from monthly data for the weather elements of average air temperature, maximum, minimum, and RH which follows each of the observation weather elements well. In addition, daily to monthly generated weather data has a tighter range of values than observation data. This is because the generated weather data cannot explain the high variability of field observations due to the influence of error factors. The resulting correlation between the two dataset is > 0.80.

Future research can include error factors in the Fourier equations used in this study.
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