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ABSTRACT

Indonesian-Numerical Weather Prediction (INA-NWP) is a numerical-based weather forecast method that has been developed by the Meteorology, Climatology and Geophysics Agency. However, the forecast is still unable to produce accurate weather forecasts. Geostatistical Output Perturbation (GOP) is a weather forecast method derived from only one deterministic output. GOP takes into consideration the spatial correlation among multiple locations simultaneously. GOP is capable to identify spatial dependency patterns that are associated with error models. This study aims to obtain calibrated forecasts for daily maximum and minimum temperature variables using GOP at 10 meteorological stations in Surabaya and surrounding areas. The stages in performing temperature forecasts using GOP are obtaining regression coefficient estimators, then calculating empirical semivariograms and estimating spatial parameters. Based on several weather forecast indicators, such as RMSE and CRPS, GOP is better than INA-NWP in terms of precision and accuracy.
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1. Introduction

Nowadays, accurate weather information encourages several countries, including Indonesia to develop a numerical-based weather prediction system called Numerical Weather Prediction. The basic concept of NWP is to solve a set of partial differential equations (PDEs) that govern the movement and evolution of the atmosphere [1]. Meteorology, Climatology and Geophysics Agency of Indonesia (BMKG) is developing the Indonesia Numerical Weather Prediction (INA-NWP) model that is suitable for Indonesia's geographical and climatic conditions. Indonesia has very special characteristics, namely consisting of vast land and oceans, so the INA-NWP model was developed to be able to produce more accurate weather forecasts [2], [3].

The NWP still produces bias [4], does not fully explain the meteorological stochastic process [5], and still needs to be calibrated. Statistical postprocessing eliminates systematic error present in the NWP models by recognizing and adjusting connections between past forecasts and the resulting observations [6]. Statistical postprocessing is a method that transforms ensemble forecasts into calibrated and sharp predictive distributions [7]. Over the past decade, various statistical post-processing methods have been proposed in the meteorological literature [8], for example, Ensemble Model Output Statistics (EMOS), Bayesian Model Averaging (BMA), Quantile Regression, etc. BMA is a method capable of predicting the best model based on the weighted average of all models. The mean BMA unifies the posterior distribution of all the final trained models. The purpose of BMA is to combine uncertain models to get the best model [9]. EMOS used a single normal distribution, where the mean is an affine function of the ensemble members, and the variance is an affine function of the ensemble variable [10]. Quantile regression approaches focus on the range of quantiles within the forecast distribution and put few or no constraints on the overall shape [11]. However, these methods ignore spatial correlation patterns that may affect the forecasting results.

Geostatistical Output Perturbation is a model that captures the spatial dependency patterns identified in the errors [12]. GOP is a weather forecasting method obtained from only one deterministic output, just like NWP. Estimating the parameters for GOP is a popular geostatistical model that involves using maximum likelihood estimation (MLE) to estimate regression
parameters with empirical semivariograms to determine the spatial correlation [13]. From these semivariograms, the spatial parameters of the GOP model were estimated using the weighted least squares method [14]. Then, the weather forecasts from the simple linear regression are added to the simulated error based on the spatial estimator, to obtain the calibrated forecasts [15]. Additionally, Feldmann (2012) discovered that GOP can calibrate temperature forecasts more accurately than non-spatial methods, even though GOP only uses simulation and modifies a single deterministic forecast [16]. As a result, countries that have insufficient resources to build adequate NWPs, such as Indonesia, can only generate ensemble-based weather forecasts.

This research discusses the GOP modelling method in predicting short-term weather, where the predicted weather elements are air temperature which is closely related to rainfall events, air pressure, wind, and humidity [17]. The selection of the GOP method is based on previous research which can calibrate the ensemble forecast and can consider the spatial correlation between errors. Additionally, GOP can be classified as multivariate modelling since it considers the spatial effects of all locations simultaneously, although it only uses one predictor at the modelling stage.

Section 2 of this research describes the variable used in this study, model evaluation, and methodology. The application of GOP for temperature forecast and the results of the analysis are explained in section 3. Finally, the conclusion of this research is presented in section 4.

### 2. Methods

The data are obtained from BMKG. The data consists of daily air temperature observation data (maximum and minimum temperature) for the period March, 1st 2021 to March, 22nd 2022 for 387 days. In formulating the GOP model, it is required to have daily NWP data for the Indonesia Numerical Weather Prediction (INA-NWP) model in the period corresponding to the observations. The observation stations that are the focus of this study are 10 meteorological stations in Surabaya and its surroundings as shown in Figure 1 and Table 1 as follows.

#### Table 1. Meteorological Stations of Interest Over Surabaya.

<table>
<thead>
<tr>
<th>No</th>
<th>Meteorological Station</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Juanda</td>
<td>-7.34869</td>
<td>112.7254</td>
</tr>
<tr>
<td>2</td>
<td>AWS Balong Bendo</td>
<td>-7.41332</td>
<td>112.5575</td>
</tr>
<tr>
<td>3</td>
<td>AWS Buduran</td>
<td>-7.42324</td>
<td>112.7209</td>
</tr>
<tr>
<td>4</td>
<td>AWS Sukolilo</td>
<td>-7.29018</td>
<td>112.7699</td>
</tr>
<tr>
<td>5</td>
<td>Perak I</td>
<td>-7.22694</td>
<td>112.7152</td>
</tr>
<tr>
<td>6</td>
<td>AWS Cerme</td>
<td>-7.18261</td>
<td>112.5780</td>
</tr>
<tr>
<td>7</td>
<td>AWS Karang Pilang</td>
<td>-7.32627</td>
<td>112.6165</td>
</tr>
<tr>
<td>8</td>
<td>AWS Sambikerep</td>
<td>-7.26305</td>
<td>112.6432</td>
</tr>
<tr>
<td>9</td>
<td>Perak II</td>
<td>-7.20524</td>
<td>112.7354</td>
</tr>
<tr>
<td>10</td>
<td>AWS Maritim II</td>
<td>-7.19885</td>
<td>112.7343</td>
</tr>
</tbody>
</table>

![Figure 1. Meteorological Stations of Interest Over Surabaya](image-url)
The predictand of the GOP is the observed temperature, which includes the maximum (Tmax) and minimum (Tmin) temperatures. Predictor variables are taken from the output of INA-NWP on the Weather Research and Forecasting Environmental Modelling System (WRF-EMS).

The steps to apply GOP for calibrated temperature forecast are as follows:
1. Perform data pre-processing. If there is a missing value in the observation data, then the input is done with the average value on 1 day before and after.
2. Modelling deterministic INA-NWP forecasts for daily temperature using the GOP method based on 30 days of training with considers 24-hour ahead forecast of NWP parameters. The stages are:
   i. Test the significance of spatial dependence with Moran’s I
   ii. Regress the real observations against the NWP forecasts/outflows using Maximum Likelihood to obtain the regression bias coefficients, namely \( \beta_0 \) and \( \beta_1 \)
   iii. Analyse the empirical semivariogram based on regression residuals. For this study, the empirical semivariogram selected is the exponential method.
   iv. Estimates spatial parameters on the variogram \( \rho^2, \sigma^2 \), and \( r \) based on the residuals that have been binned. The result of \( \rho^2, \sigma^2 \), and \( r \) are still not close form, so it is required to do numerical iteration using Limited-Memory BFGS (L-BFGS)
   v. Calculates the temperature forecast for a given day and the GOP model predictive interval for that day based on the 5th percentile and 95th percentile.
   vi. Evaluate and compare the accuracy of GOP forecasts with the accuracy of NWP parameters for temperature.
3. Evaluate the GOP forecast using:
   i. Root Mean Square Error (RMSE) use Eq. 1 [18]
   \[
   \text{RMSE} = \sqrt{\text{MSE}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
   \] (1)
   ii. Continuous Rank Probability Score (CRPS) use Eq. 2 [19]-[21]
   \[
   \text{crps}(F, y) = \int_0^1 [F(x) - 1(x \geq y)]^2 \, dx
   \] (2)
   iii. Percent Bias (PBIAS) use Eq. 3 [22]
   \[
   \% \text{Bias} = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i) \times 100}{\sum_{i=1}^{n} y_i}
   \] (3)
4. Calculate the calibrated temperature prediction value.
5. Draw Conclusion

3. Result and Discussion

Spatial Dependencies The significance of the spatial dependence of maximum and minimum temperatures among the ten meteorological stations was examined using Moran’s I [23]. To be able to test for spatial dependence, a weighted distance matrix is required that only contains values of 0 and 1. Since all meteorological stations are not side by side, a cut-off distance is required as the maximum distance that still influences weather dynamics. In this research, it is assumed that the elevation (height) of meteorological stations is uniform, so a cut-off distance of 20 km is used.

Moran’s I in this research are -0.252 and 0.404 for maximum temperature and minimum temperature, respectively. Moran’s I in figure 2 state that there is a spatial dependence for maximum and minimum temperatures that are significant at the \( \alpha = 0.05 \) significance level. The A positive Moran’s I value indicates that air temperatures in neighboring locations tend to have a stronger relationship than those in distant locations and vice versa. [24] [13].

Assessment Best Model. To determine the semivariogram model that is best for temperature forecasting in Surabaya and surrounding areas, three various models were used, namely Exponential, Gaussian, and Spherical. A comparison of the empirical semivariogram model is presented in Figure 3, then Table 2 reports the model evaluation and predictive checking by Verification Rank Histogram (VRH) that is shown in Figure 4.

By comparing and evaluating the sum square error of the three GOP models, Exponential model was identified as the best model for temperature forecasting. Figure 3 shows the development of the residual of the GOP model to generate the Spherical, Exponential, and Gaussian semivariogram. The semivariogram values in Figure 3 are constant at a distance \( r \) of 0.020 km or longer with a sill values (nugget + partial sill) are 0.43403683 and 0.05885673 for maximum and minimum temperature, respectively. A higher value of sill causes the estimated variance of forecasting increases. Forecasting variance affects the accuracy of temperature forecasts, accordingly affecting the interval of the GOP model that is then evaluated by CRPS.
Table 2. The Distance Matrix for 10 Meteorological Stations (km)

<table>
<thead>
<tr>
<th>Stations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>19.9</td>
<td>8.3</td>
<td>8.2</td>
<td>13.6</td>
<td>24.6</td>
<td>8.5</td>
<td>13.1</td>
<td>16.0</td>
<td>16.7</td>
</tr>
<tr>
<td>2</td>
<td>19.9</td>
<td>0.0</td>
<td>18.1</td>
<td>27.1</td>
<td>27.1</td>
<td>25.8</td>
<td>14.2</td>
<td>19.2</td>
<td>30.3</td>
<td>30.8</td>
</tr>
<tr>
<td>3</td>
<td>8.3</td>
<td>18.1</td>
<td>0.0</td>
<td>15.8</td>
<td>21.8</td>
<td>31.0</td>
<td>13.2</td>
<td>19.8</td>
<td>24.3</td>
<td>25.0</td>
</tr>
<tr>
<td>4</td>
<td>8.2</td>
<td>27.1</td>
<td>15.8</td>
<td>0.0</td>
<td>9.3</td>
<td>24.3</td>
<td>13.7</td>
<td>14.3</td>
<td>10.2</td>
<td>10.9</td>
</tr>
<tr>
<td>5</td>
<td>13.6</td>
<td>27.1</td>
<td>21.8</td>
<td>9.3</td>
<td>0.0</td>
<td>16.0</td>
<td>13.1</td>
<td>14.3</td>
<td>10.2</td>
<td>10.9</td>
</tr>
<tr>
<td>6</td>
<td>24.6</td>
<td>25.8</td>
<td>31.0</td>
<td>24.3</td>
<td>16.0</td>
<td>0.0</td>
<td>18.0</td>
<td>11.5</td>
<td>17.5</td>
<td>17.3</td>
</tr>
<tr>
<td>7</td>
<td>8.5</td>
<td>14.2</td>
<td>13.2</td>
<td>13.7</td>
<td>13.1</td>
<td>18.0</td>
<td>0.0</td>
<td>7.1</td>
<td>16.3</td>
<td>16.9</td>
</tr>
<tr>
<td>8</td>
<td>13.1</td>
<td>19.2</td>
<td>19.8</td>
<td>14.3</td>
<td>8.9</td>
<td>11.5</td>
<td>7.1</td>
<td>0.0</td>
<td>12.0</td>
<td>12.3</td>
</tr>
<tr>
<td>9</td>
<td>16.0</td>
<td>30.3</td>
<td>24.3</td>
<td>10.2</td>
<td>3.3</td>
<td>17.5</td>
<td>16.3</td>
<td>12.0</td>
<td>0.0</td>
<td>0.7</td>
</tr>
<tr>
<td>10</td>
<td>16.7</td>
<td>30.8</td>
<td>25.0</td>
<td>10.9</td>
<td>3.7</td>
<td>17.3</td>
<td>16.9</td>
<td>12.3</td>
<td>0.7</td>
<td>0.0</td>
</tr>
</tbody>
</table>


Additionally, Figure 3 shows spatial irregularity on both maximum and minimum temperatures. It can be seen that at certain distances, there are several bins or groups of meteorological stations whose semivariogram values are much higher than other groups. Despite the spatial inconsistencies, the simulation process run by the GOP model by modifying the residuals to obtain calibrated weather forecasts is expected to overcome this phenomenon.

In Figure 4, the horizontal temperature is the \( i \)-th rank where \( i = 1, 2, ..., M \) or corresponds to many ensemble members plus one observation, while the vertical axis is the cumulative Binomial probability with parameters \( n \) is the total observations and \( p = 1/k \) where \( k \) is the frequency of observations that are at the \( i \)-th rank. For this case, a simulation was carried out to generate 99 realizations of ensemble members.

From these 99 realizations, the lower and upper limits that are considered to represent all realizations are selected, namely the 5\(^{th}\) (P5) and 95\(^{th}\) (P95) percentiles.

<table>
<thead>
<tr>
<th></th>
<th>Spherical</th>
<th>Exponential</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tmax</td>
<td>5.71</td>
<td>4.06</td>
<td>5.30</td>
</tr>
<tr>
<td>Tmin</td>
<td>2.45</td>
<td>1.74</td>
<td>2.27</td>
</tr>
</tbody>
</table>

Table 3. Comparison of Evaluating Empirical Variogram

Figure 2. Moran’s I plot among 10 stations: (a) maximum temperature and (b) minimum temperature.
Figure 3. Empirical Semivariogram of Maximum Temperature (a) Minimum Temperature (b)

Figure 4. Verification Rank Histogram of GOP forecast, 31/3/2021 – 22/3/2022 (a) Exponential, (b) Gaussian, (c) Spherical.
**Forecast Model.** In the GOP model with a 30-day training period for both maximum and minimum temperature, the following equation is obtained as follows:

\[ T_{\text{MAX}_{s,t}} = 28,006 + 0.136t_{\text{MAX}_{s,t}} \]
\[ T_{\text{MIN}_{s,t}} = 28,751 - 0.168t_{\text{MIN}_{s,t}} \]

The GOP model can improve the bias correction rate as presented in Table 4, which is indicated by the RMSE of GOP for maximum and minimum temperature being lower (i.e. the GOP model is better) than the RMSE of INA-NWP. The selection of March 31, 2021 is merely an illustration of the comparison between INA-NWP and GOP in temperature prediction. Compare the results before and after using the GOP method is represented by the maximum temperature comparison graph in Juanda in Figure 5.

Based on Figure 5, it can be seen that before using the GOP method, the NWP results are still biased towards the maximum observed temperature which is denoted by graphs that are far apart from each other. Whereas after using the GOP method of prediction results from NWP, the existing bias has been corrected from the maximum observed temperature which is denoted by the distance between adjacent graphs.

### Table 4. RMSE of Maximum and Minimum Temperature Forecasts Using GOP and INA-NWP, 31st March 2021

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Station</th>
<th>Obs (°C)</th>
<th>INA-NWP (°C)</th>
<th>GOP (°C)</th>
<th>P5 (°C)</th>
<th>P95 (°C)</th>
<th>RMSE of INA-NWP</th>
<th>RMSE of GOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>Juanda</td>
<td>32.1</td>
<td>29.7</td>
<td>31.2</td>
<td>31.0</td>
<td>32.9</td>
<td>4.897</td>
<td>1.489</td>
</tr>
<tr>
<td></td>
<td>Balong</td>
<td>33.9</td>
<td>29.7</td>
<td>31.8</td>
<td>30.8</td>
<td>33.0</td>
<td>4.388</td>
<td>1.502</td>
</tr>
<tr>
<td></td>
<td>Bendo</td>
<td>33.4</td>
<td>29.7</td>
<td>33.4</td>
<td>30.8</td>
<td>32.9</td>
<td>4.545</td>
<td>1.811</td>
</tr>
<tr>
<td></td>
<td>Buduran</td>
<td>35.1</td>
<td>29.7</td>
<td>31.8</td>
<td>30.9</td>
<td>33.2</td>
<td>4.426</td>
<td>1.532</td>
</tr>
<tr>
<td></td>
<td>Perak I</td>
<td>31.4</td>
<td>26.2</td>
<td>30.6</td>
<td>30.6</td>
<td>32.5</td>
<td>5.019</td>
<td>1.446</td>
</tr>
<tr>
<td></td>
<td>Cerme</td>
<td>32.4</td>
<td>26.2</td>
<td>31.5</td>
<td>30.6</td>
<td>32.5</td>
<td>4.947</td>
<td>1.681</td>
</tr>
<tr>
<td></td>
<td>Karang</td>
<td>32.4</td>
<td>26.2</td>
<td>32.6</td>
<td>30.4</td>
<td>32.6</td>
<td>4.771</td>
<td>1.573</td>
</tr>
<tr>
<td></td>
<td>Pilang</td>
<td>33.1</td>
<td>29.7</td>
<td>31.5</td>
<td>30.8</td>
<td>33.1</td>
<td>4.084</td>
<td>1.443</td>
</tr>
<tr>
<td></td>
<td>Sambikerep</td>
<td>32.8</td>
<td>26.9</td>
<td>30.5</td>
<td>30.8</td>
<td>32.8</td>
<td>5.568</td>
<td>2.528</td>
</tr>
<tr>
<td></td>
<td>Perak II</td>
<td>32.8</td>
<td>26.9</td>
<td>32.0</td>
<td>30.5</td>
<td>32.5</td>
<td>3.089</td>
<td>1.658</td>
</tr>
<tr>
<td></td>
<td>Maritim II</td>
<td>32.8</td>
<td>26.9</td>
<td>32.0</td>
<td>30.5</td>
<td>32.5</td>
<td>3.089</td>
<td>1.658</td>
</tr>
<tr>
<td>Minimum</td>
<td>Juanda</td>
<td>24.2</td>
<td>22.7</td>
<td>24.5</td>
<td>24.4</td>
<td>25.3</td>
<td>2.569</td>
<td>1.056</td>
</tr>
<tr>
<td></td>
<td>Balong</td>
<td>24.2</td>
<td>22.7</td>
<td>25.2</td>
<td>24.6</td>
<td>25.3</td>
<td>2.462</td>
<td>1.042</td>
</tr>
<tr>
<td></td>
<td>Bendo</td>
<td>24.9</td>
<td>22.7</td>
<td>24.8</td>
<td>24.6</td>
<td>25.4</td>
<td>2.607</td>
<td>1.043</td>
</tr>
<tr>
<td></td>
<td>Buduran</td>
<td>25.7</td>
<td>22.7</td>
<td>25.0</td>
<td>24.6</td>
<td>25.3</td>
<td>2.673</td>
<td>1.062</td>
</tr>
<tr>
<td></td>
<td>Sukolilo</td>
<td>25.3</td>
<td>23.8</td>
<td>24.8</td>
<td>24.4</td>
<td>25.1</td>
<td>2.825</td>
<td>1.148</td>
</tr>
<tr>
<td></td>
<td>Perak I</td>
<td>25.5</td>
<td>23.8</td>
<td>24.9</td>
<td>24.3</td>
<td>25.1</td>
<td>2.896</td>
<td>1.121</td>
</tr>
<tr>
<td></td>
<td>Cerme</td>
<td>23.7</td>
<td>23.8</td>
<td>25.3</td>
<td>24.5</td>
<td>25.2</td>
<td>2.664</td>
<td>1.077</td>
</tr>
<tr>
<td></td>
<td>Karang</td>
<td>25.3</td>
<td>23.8</td>
<td>24.9</td>
<td>24.4</td>
<td>25.2</td>
<td>2.717</td>
<td>1.081</td>
</tr>
<tr>
<td></td>
<td>Pilang</td>
<td>25.2</td>
<td>22.9</td>
<td>24.7</td>
<td>24.6</td>
<td>25.3</td>
<td>3.492</td>
<td>1.106</td>
</tr>
<tr>
<td></td>
<td>Sambikerep</td>
<td>25.2</td>
<td>22.9</td>
<td>24.7</td>
<td>24.6</td>
<td>25.3</td>
<td>3.492</td>
<td>1.106</td>
</tr>
<tr>
<td></td>
<td>Perak II</td>
<td>25.2</td>
<td>22.9</td>
<td>24.7</td>
<td>24.6</td>
<td>25.3</td>
<td>3.492</td>
<td>1.106</td>
</tr>
<tr>
<td></td>
<td>Maritim II</td>
<td>25.2</td>
<td>22.9</td>
<td>24.7</td>
<td>24.6</td>
<td>25.3</td>
<td>3.492</td>
<td>1.106</td>
</tr>
</tbody>
</table>

**Figure 5.** Comparison of Forecast Results (a) Before Using GOP and (b) After Using GOP
In addition to the RMSE value, there is a CRPS value that is also able to verify the forecast model in terms of the level of bias correction and sharpness achieved. Sharpness indicates that the predictive PDF of the calibrated model can improve the predictive PDF of the model before calibration, i.e., the PDF interval of the calibrated model is narrower than that before it was calibrated. The lower the CRPS value, the better and more reliable the resulting model is in performing weather forecasts. In Table 5, it is known that the CRPS for maximum temperature is 0.963, which means that the model is not significantly good and less reliable in conducting weather forecasts, but at the minimum temperature has a CRPS value of 0.735 which means the model is quite good at making forecasts.

The forecast results are considered calibrated if the coverage value is close to the standard coverage value. Coverage is defined as the proportion of true coverage value is close to the standard coverage value. For ensemble, level α is usually chosen to correspond α/2, which for a corrected probability forecast should be approximately (1−α)100%. In order to enable direct comparison with raw ensembles, level α is usually chosen to correspond to the nominal coverage of the ensemble range, which for a group of M members equals (M - 1)/(M + 1)100% [25]. For this study, the number of ensembles used is 99, following the number of ensemble realization simulations on the GOP model, so the standard coverage used is 98%.

### Table 5. Comparison of Evaluating GOP and INA NWP

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Coverage</th>
<th>CRPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>51.76</td>
<td>0.963</td>
</tr>
<tr>
<td>Minimum</td>
<td>28.32</td>
<td>0.735</td>
</tr>
</tbody>
</table>

Based on the standard coverage criteria, the GOP model has not been able to improve the sharpness of ensemble forecasts. GOP forecast coverage is still far from the specified 98% coverage standard. The selected empirical semivariogram is the exponential model chose from the group of valid variograms. Statistical postprocessing is still required to improve the accuracy of INA-NWP and dynamic model development for weather prediction in tropical climate regions. As a future direction, this model can be attempted on other INA NWP output variables, such as precipitation, humidity, wind speed, etc. GOP should be carried out by involving a much larger number of meteorological stations, at least dozens of stations in a fairly close location. This is to minimize the potential for inaccurate forecasts due to one or more stations that are inaccurate forecasts due to the existence of one or more stations that are geographically more distant than a set of other stations. In addition, validation and various lengths of training windows can also be applied so that the model used is not constant / static and always adaptive to the characteristics of the weather.

## 4. Conclusion

This study proposes a GOP model to analyze the spatial relationship in ten meteorological stations to achieve higher accuracy and precision in weather forecasting. For a training period of 30 days, the GOP model performs well and improved, with an RMSE value of GOP lower than INA-NWP's. The best model for maximum and minimum temperature is selected based on the smallest RMSE value.

Based on Table 6, generally, the INA NWP percent bias has a larger amplitude than the GOP percent bias, which affects the RMSE calculation.

### Table 6. Percent Bias in 10 Meteorological Stations

<table>
<thead>
<tr>
<th>Stations</th>
<th>PBIAS INA-NWP</th>
<th>PBIAS GOP</th>
<th>PBIAS INA-NWP</th>
<th>PBIAS GOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juanda</td>
<td>7.48</td>
<td>2.85</td>
<td>6.20</td>
<td>-1.45</td>
</tr>
<tr>
<td>Balong</td>
<td>12.39</td>
<td>6.24</td>
<td>6.08</td>
<td>-4.37</td>
</tr>
<tr>
<td>Bendo</td>
<td>11.05</td>
<td>0.06</td>
<td>8.72</td>
<td>0.36</td>
</tr>
<tr>
<td>Buduran</td>
<td>15.46</td>
<td>9.51</td>
<td>11.84</td>
<td>3.06</td>
</tr>
<tr>
<td>Sukolilo</td>
<td>16.56</td>
<td>2.62</td>
<td>5.93</td>
<td>2.05</td>
</tr>
<tr>
<td>Perak I</td>
<td>19.23</td>
<td>2.96</td>
<td>6.81</td>
<td>2.37</td>
</tr>
<tr>
<td>Cerme</td>
<td>19.16</td>
<td>-0.53</td>
<td>-0.55</td>
<td>-7.05</td>
</tr>
<tr>
<td>Karang</td>
<td>10.19</td>
<td>4.62</td>
<td>6.08</td>
<td>1.73</td>
</tr>
<tr>
<td>Pilang</td>
<td>17.99</td>
<td>7.01</td>
<td>9.13</td>
<td>1.37</td>
</tr>
<tr>
<td>Sambikerep</td>
<td>17.99</td>
<td>2.55</td>
<td>9.13</td>
<td>2.00</td>
</tr>
</tbody>
</table>

PBias calculate the average trend of the INA-NWP and GOP model relative to their observed counterparts. A negative value indicates overestimated (i.e., the GOP model and INA-NWP is higher than the observed data), meanwhile, a positive value indicates underestimated (the GOP model and INA-NWP are lower than the observed data). The optimal value of PBIAS is 0.0, with low-magnitude values in both directions, possibly indicating accurate model simulations. Based on Table 6, generally, the INA NWP percent bias has a larger amplitude than the GOP percent bias, which affects the RMSE calculation.
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